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Resumen

Varios estudios demuestran que la corrupcion no es Unidernarproblema de
negociaciéon en el que un agente busca un objetivo en partiguln oficial exige
un soborno para realizar su trabajo. Otras lineas de igaeshin analizan como las
estructuras sociales pueden originar una sociedad carrégpt este trabajo, com-
bino la aproximacion individualista de la teoria econénica el enfoque mas
social de otras ciencias sociales como la sociologia, éaxigis politicas y la ad-
ministracion de empresas. Esto me permite estudiar lamuidm y el papel de
las agencias de monitoreo cuando los actos corruptos sealkgabajo una es-
tructura de redes sociales. El objetivo es comprobar quersil es completa (i.e.
no exhibe ninguna brecha), la coordinacion entre agentesaedluida y es mas
sencillo alcanzar objetivos corruptos. Ademas, cuandodayie a las agencias
de monitoreo, es fundamental que las instituciones y eg&scas complementen
sus labores para prevenir el acto de corrupcién de una marér&fectiva. Para
ello, combino dos teorias sobre el comportamiento humanteoria de redes so-
ciales y la teoria de juegos. Después de estudiar cuatrol@esiscenarios, dos sin
incluir las agencias de monitoreo y dos incluyéndolas, detna que la hipétesis
planteada no puede ser descartada. Inclusive, sila padajite castiga el compor-
tamiento corrupto es baja (o el costo administrativo dedtdia es alto) entonces
los agentes preferiran involucrarse en actividades ctasygobre todo cuando la
red es completa. Por el contrario, si la honestidad es att@mecompensada, los
agentes tienen incentivos suficientes para no aceptargstgsucorruptas. La ex-
istencia de agencias de monitoreo, representadas comasraEliicomunicacion
libres, pueden desmotivar la corrupcién desde el inicio.




Abstract

Many studies show that corruption is not only a bargainingbfem between
an agent that has an specific objective and an official thataddna bribe to do
her job. Other lines of research analyzes how social strestare the origin of a
corrupt society. In this work | combine the individualisapproach of economic
theory with the social view of other social sciences suctoamkgy, political sci-
ences and business administration to study corruption lamdole of monitoring
agencies when corruption takes place in a network structuvell try to prove
that if the social network is complete (i.e. it exhibits nggpathen the coordina-
tion among agents is more fluent and it is easier to achievemioobjectives. On
the other hand, institutions can generate incentives évka network is complete.
When monitoring agencies are included, it is important fatitutions and mon-
itoring agencies to complement each other to prevent mdeetsiely the act of
corruption. For this, | combine two theories on human bedrawsocial network
theory and game theory. After studying four possible sgstitwo without moni-
toring agencies and two including them, | find that the hypsit cannot be ruled
out. Moreover, if the penalty for corrupt behavior is low the administrative
cost of justice is high) then agents will prefer to get inmlvin corrupt activities,
specially if the network is complete. On the other hand, ésty is highly re-
warded, agents have enough incentives to reject corrupbpads. The existence
of monitoring agencies represented as free press can digmogorruption from
the beginning.




Introduction

Why corruption needs the formation of networks? Why strarsgiiutions and indepen-
dent monitoring agencies have crucial roles in preventig kind of behavior? Eco-
nomic theory have analyzed corruption as a problem in whighagents are involved
and each one has their own private interests. Other sodglcs have concentrated in
analyzing corruption from a more social point of view (normglture, history). How-
ever, little effort has been made in studying corrupt befrawombining the economic
approach with the social environment in which this behatakes place. Moreover,
the new political economy has generated an extensive bolikgtture that points out
evidence about the importance of strong institutions aeel firess in preventing acts of
corruption. Nevertheless, the role of checks and balantesworruption is based on
a network structure have not been analyzed in dept.

Economic theory treats corruption as the existence of pualfiicials who use their
influences to accomplish private objectives. In generaf @épproach has not taken
into account the social environment in which this behavases place. From this point
of view, corruption can be seen as a framework of strategerdependence where an
agent have to pay a bribe to accomplish some objective anmaffib@l has the power to
block the activities of the agent if she does not cooperabe social characteristics in
this kind of modeling are assumed to be exogenous. The rdlevdcomes have helped
economic theory to estimate the efficiency losses genebgtedrruption.

On the other hand, studies from other social sciences susbcaslogy, political
science and even business administration have analyzagptbehavior from a social
point of view. The main findings of these lines of researchthes the existence of
corruption is explained by the social characteristics ofvamsociety. This means that
unethical behavior is commonly found in societies that hagek institutions and mon-



itoring agencies, flawed norms and a history of corrupt @ws: Nonetheless, these
studies hardly looks for explanations in the economic behmaf the agents involved.

Despite the independent efforts of pure economic theoryo#imer social sciences,
the new political economy have started to join ideas fromitlagvidualistic point of
view of the economic side with the excessively social apgma# other social sciences.
This research considers that the social characteristiesgifen society can influence
deeply in the economic behavior of agents. It analyzes enanoutcomes based on
the social structure in which an specific activity takes elac

However, little research have combined the social streattiteria with the strate-
gic interdependency framework in modeling corrupt behavide inclusion of social
network theory in economic theory is a new line of researet tew economic theo-
rists are starting to explore. Furthermore, this approachstied lights on policy design
(regulations and incentives) to prevent corruption.

The purpose of this study is to analyze corrupt behavior uadecial network the-
ory and game theory approach and obtain conclusions on fheriemce of the system
of checks and balances. For this, a first objective consishodeling a complete and
an incomplete corruption network in a setting without moriitg agencies. The sec-
ond objective is to introduce monitoring agencies on eacheframeworks previously
described.

In this study, | want to answer two questions: (i) why socethworks are important
for corrupt behavior? and (ii) How institutions and monibgr agencies can influence
the decisions of the agents involved in corrupt activities.

The possible answers to these questions can be structusgdvagart hypothesis.
First, if the social network is complete (i.e. it exhibits gaps) then the coordination
among agents is more fluent and it is easier to achieve caohjpttives. Second, in-
stitutions can generate incentives even if the network ispiete. Furthermore, when
monitoring agencies are included, it is important for imgions and monitoring agen-
cies to complement each other to prevent more effectivaatit of corruption.

To prove the hypothesis | introduce some concepts on theemettical back-
ground of social network theory and basic definitions on gémeery. Then, | try to
join these two theories of social behavior under the assiomghat the network struc-
ture determines the flows of information among agents argltaithis, the kind of game
that has to be played (a game with complete information omaegaith incomplete in-
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formation) and the payoff functions when the agents belorlye network. Specifically,
| will present four models. The first two models do not inclad®onitoring agency and
analyze corruption when the network is complete and wheniitgomplete. The sec-
ond group of models study corruption under the same kind tford structures but
monitoring agencies are incorporated.
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Part |
Corruption and Networks: A
Literature Review

Corruption has been subject of study in all social scienidesvever, it still is a complex
research topic, and existing literature is abundant anersié This study is centered in
politic corruption understood under the concept develdpe@aiden (1988) based on
the definition elaborated by Nye (1967):

[...] corruption is [a] behavior which deviates from therfal duties of
a public role because of private-regarding (personal,ecfamily, private
clique) pecuniary or status gains; or violates rules agdiresexercise of
certain types of private-regarding influence.

Hence, political corruption origins rests on the powereatéhtials between public
servants and common people, because of the effects of th&atecof the first over
significant groups of the later. Furthermore, there is actliiek between the level
of importance of the public servant’s decisions and the fitsrfer the rest of persons
derived of trying to influence the public servant behaviohisTis why, according to
Caiden, “[...] corruption seeks out key decision-makers tre most powerful offi-
cials” (Caiden 1988).

From this concept, the literature developed until now camwlhssified into three
groups. The first group includes theoretic and empiricaéaesh that assess corrup-
tion from the traditional approach. This set of studies aorg those which analyze the
theory of corruption and evaluate the problem on applieisbaying to find the deter-
minants of this social phenomenon. Moreover, it includesaech that breaks down the
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strategies used by governmental agencies and civil ongaris screen corruption acts
and raise up the probability on which a public servant candoglat.

The second group, which constitutes the heart of this reke#s related to the
assessment of corruption from a systemic approach, i.etairs those studies which
analyze the role of social and economic relations amongtagewolved in corrupt
doings. Finally, the third group is related with the anadysi specific corruption cases.
This line of research takes previous theoretic and empwoak to contrast it against
documented corruption cases that have taken place aroenddtid. Although this
classification is trying to be exhaustive, it does not ineldkde universe of literature
about the topic. On the contrary, it only consider the stsithat have a direct link with
the objectives of this study.

1 The traditional approach

Caiden (1988) builds a general theory of official corruptibor that matter, the author
recognizes four kinds of corruption: low level, high leyablitic, and bureaucratic. Fur-
thermore, he emphasizes on the differences between endemigption, which is based
on complex networks, sometimes at institutional levelst @olated corruption, which
is based on simple, bilateral relationships that much ofithes result in contradictory
effects.

In this line of work, although on a more specific ground, Sklet Vishny (1993)
study corruption from an institutional approach and posa hypothesis. First, they
affirm that among the most important determinants of coroapthere are government
structure, and political processes. Second, they assevbed, because corruption im-
plies a series of activities that must remain in secret,as<tends to be important for
development, and it generates market distortions that gorukthose created by tax
systems.

With respect to the determinants of corruption, Djankovie{2003), and Besley
& Prat (2006) show how property of the media affects corauplevels. Djankov et
al. present an empirical study that finds a positive coraidietween the proportion of
media owned by the government and the level of corruptiosldBeand Prat argument
that, if there is the possibility for politicians to captuaed silence the press, corruption
levels will be higher. In the same line of research, Ahrenal®uras & Koufopoulos
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2002, based on a data panel study, finds evidence that pees®in causes low corrup-
tion and no the other way around, i.e. that is corruption Wiaffects press freedom.

However, it is worth to mention that Ahrend, Boukouras & Kopdulos (2002)
suffers of a failure commonly derived from the analysis gied on the traditional
approach. Although they show that press freedom causes dowiation, when the
assessment is made from a systemic approach, countingniigpéndent monitoring
agencies increases the chances to detect corruption. ddticrieates incentives for
bureaucrats with enough power to try to influence monitoaggncies, creating a cor-
ruption network. These variables (such as the power indast¢he official) are not
considered by Besley & Prat (2006) or Djankov et al. (2008)ezi Such studies as-
sume that monitoring agencies are exogenous to the modighwreates endogeneity
issues on empirical assessments and invalidates any atiewigtain causal relations.

Brunetti & Weder (2003) show that press freedom constitaténgportant mean
in fighting corruption. They build an empirical model basedabcross-country sam-
ple. Same as Besley & Prat (2006), they find that causalitg §f@en higher levels of
press freedom to lower levels of corruption. Brunetti anddéfeclassify corruption de-
terminants in four groups: the role of external mechanisresle bureaucracy, internal
mechanisms and incentive mechanisms inside bureauanaepeéndence of monitoring
agencies, and indirect factors such as culture or incometoplevel. Furthermore, the
authors affirm that press freedom is a good mechanism to fagghtition not only be-
cause of its effectiveness to control bilateral corruptased on extortion, but because
it also prevents the operation of collusive corrupt strrestu

Inside the institutional approach, Treisman (2000) shdvas turrent democracy
levels have no effects on corruption. However, long timégakrof a government struc-
ture build upon a democratic system significantly lowers #ind of behavior. In the
same line of work, Persson, Tabellini & Trebbi (2003) finddmrice based on a theoret-
ical model and empirical contrast, that proportional etext are associated with higher
corruption.

Maskin & Tirole (2004) show that there is a theoretical relatbetween types of
politic organization and corruption. According to the aarf) public positions subject
to reelection has a negative effect over corruption, sihte method lets the public
monitor in a better way the behavior of its officials. Howevbe authors mention that
there exists the possibility that, because of this mecharsiblic servants concentrate
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their forces to get reelected, creating several barrigrshi® application and design of
necessary, buwnti-popular, policies.

Other line of research study corruption from a structurahipof view. This is the
case for Glaeser & Shleifer (2002). According to the auththrsse countries on which
its judiciary system are based on French civil law have gfeomegulations, weaker
property rights, governments which are more prone to cdwapand lower efficiency
levels compared to those countries governed by common law.

2 Corruption Systems

When considering economic literature about corruptiotrpofucing economic behav-
ior in a social relations context is a relatively new appigagnce social networks has
been addressed mainly in Sociology and Business AdmitimttaThe advantage of
approaching corruption from a social network theory pointiew is that it is possible
to include new variables that traditional approach haveailan account of. Moreover,
combining social network theory with the traditional apgech entitle us to solve in-
guiries such as those posted by Kingston (2008), who questite completeness of the
analysis when the study only considers the determinantsrofigtion (or even causal
relations among variables), and not the way a specific amtitption policy solves the
problem.

Nielsen (2003) justifies the use of a systemic approach whelyisg corruption,
and he identifies twelve key elements in the operation olugisystems. According to
the author, the first element consist in detecting the exigtef a reciprocal sub-system
with parasite and destructive win-win relations. The secelement refers to extor-
tion activities conducted by government officials and pedit parties, which are more
serious problems compared to bribery. The third elememigm®izes the fact that cor-
ruption activities may be related to productive activitidsch helps to the sustainability
of corruption networks. The forth element is about how uivetfbehavior conducted in
previous periods by reform agents can be used against timelhobstruct the application
of an anti-corruption policy.

The fifth element is related with the variety of relationsttban exist among the
members of a corruption network based on their qualitiestdke and maintain social
relations. The sixth element refers to norms that, despitaireg from laws with high
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popular acceptance, include also high costs in terms ofrdaion of new opportunities

for extortion or bribery. The seventh element recognizesetkistence of links among

political parties and the police, the office of the Attorneglather members of the judi-

ciary, and some portions of the legislative. The eighth eleins about the importance
of analyzing the connections among political parties amddheck and balances that
guarantees the operation of a democratic system (La Paataz204).

The ninth element considers the large amounts of money delegleandidates
for official positions to finance their campaigns, and how #ind of funding requires
political favors in the future. The tenth element recogsittee fact that many corrupt
businesses are offered to reforming agents who, in case efatime response, are
further threatened by a way of corruption in which the refimgnagent always loses.
The eleventh element is about how the principal-agent proldan emerge in relations
among public sector participants. Finally, the twelftmedst refers to rescue programs,
both national and foreign, and the way they may “[...] madmthe corrupt system
while forcing austerity measures on the middle and lowesega

Although Brunetti & Weder (2003) analyze corruption frone ttraditional ap-
proach, they mention some characteristics of corrupt systaat become explicit with
the use of social networks. For example, the authors rezedhe existence of external
controls for corruption, which are exercised by organaadi outside the government
administration. Furthermore, same as Nielsen (2003),rdfey to checks and balances
as one kind of external control in a working democratic syste which this role is
played by the judiciary.

In the same line of research, Rauch & Evans (2000) arguettbed ts a direct link
between the degree of nepotism inside an organization fenprobability of eliminat-
ing internal control through collisions among officials. €éBe arguments implies that,
when studying corruption, it is necessary to consider $oelations existing inside an
organization. This intuition is also contained in the stiagyAdes & Di Tella (1999).
The authors affirm that monopoly power invested on publiciEs is the precondition
for corruption.

Network theory also appears in the analysis of the role ofitadng agencies. In
general, these agencies are exogenous in several modetapiare the corrupt behav-
ior. However, by means of network theory, it is possible talgre what happens if
this agencies are involved in the corruption network. Bttirge Weder (2003) argues
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that, when media market is not competitive, the probabditgome media belonging
to the corrupt network raises, negating their role as mongoagencies. This is what
happened in Peru when Vladimiro Montesinos formed an ekterad well-planned

corruption network. In this country, there is a limited nuenlbf mass media corpora-
tions (i.e. there exists a non-competitive media markednyrof which where captured
by Montesinos’s network (McMillan & Zoido 2002).

Research made by Trevino (1986), Hunt & Vitell (1986) andr®keetter (1992)
emphasizes on the importance of the social network appmheh studying corruption
when they recognize the fact that either individualisticspective, nor the excessively
social approach which considers that individual obey nosmsultural characteristics,
are suitable approaches to try to explain and understanavlhin corrupt systems.
This views complements previous studies accomplished lmgake & Sims (1978) or
Cressey & Moore (1983), which shows that organizationdbiacsuch as rewards sys-
tems (Hegarty & Sims 1978), and norms, culture and behavides (Cressey & Moore
1983) can effectively reduce unethical behavior in orgatmnal contexts.

Taking account of this facts, Brass, Butterfield & Skagg9@)%argues that un-
ethical behavior is a social phenomenon derived from latamong agents. This is
why, based on social network theory, they build some prdipos about the effects
of types and structures of social relations over ethicabbein inside a system; and
how the combination of types and structures of relationsrd@he social contagion and
conspiracy. When talking about types of relations, the @nstlelassify them into three
groups: according to its strength, multiplicity, asymrmesrand status. When talking
about structures, Brass, Butterfield and Skaggs refersuotstal holes, centrality and
density.

As for the strength of the relation, the authors borrow thecept proposed by
Granovetter (1973), who considers that factors such agé@éncy, reciprocity, emo-
tional intensity, and intimacy of the relationship contiié to this measure. According
to Brass, Butterfield and Skaggs, a weak tie implies that tyamts meet only once, for
a short time period, and with a high probability of never nregeach other again. This
is why there exists little incentive for unethical behawdren relations among agents
are weak. Lambsdorff (2002a) coincides with this intuitiwhen he affirms that cor-
ruption network’s operations requires high levels of traistong members. However,
Brass, Butterfield and Skaggs emphasize that
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As frequency of interaction and trust increase, opporiesior uneth-
ical behavior increase, as do the possible payoffs. Howekercost of
behaving unethically (the loss of a strong relationshiphigch higher than
in the case of a weak tie.

As for the multiplicity of relationships, the authors refeio how agents inside
a network can be related in many ways (e.g. friendship, wagrkelations, vicinity,
etc.). According to Brass, Butterfield and Skaggs, relatigps multiplicity increase
the cost of unethical behavior, since many relations candrapted at once. However,
as mentioned before, Lambsdorff (2002a) emphasizes omta@ftrust in corruption
networks operations. According to this author, when a $oelation exists (aside from
work relationships, for example) the probability of unetilibehavior increases, subject
to each agent’s ethics and moral.

In regard to asymmetries, Brass, Butterfield and Skaggstabsé unethical be-
havior occurs more frequently when the relationship betwagents is asymmetric. In
this case, it is possible that the cost of breaking the aiatip is higher for one of
the agents involved. Something similar happens with statbheh is related to relative
power of one agent over the other.

Network structure also influences the appearing of undtbiglaavior. According
to Brass, Butterfield and Skaggs, adding new members to terieincorporates to
the analysis the concepts of surveillance and reputatianve8lance is the possibility
of being observed by other persons inside the organizateolucing the probability of
being involved in unethical behavior. Reputation referadav other members think of
one specific agent inside the network. Based on this, a gmaldtole, defined as the
absence of links between two agents (Burt 1995), increasgsrobability of unethical
behavior, since it creates problems of incomplete inforomatwhich in turn eliminate
all kind of surveillance or reputation control. Furthermowhen there is a unique agent
who maintains links with all other agents in the networkpmhation advantage of the
first one makes unethical behavior arise more easily.

Centrality refers to one individual’'s capacity to reachrea€ the agents inside
the network with the least number of direct and indirect @mions. Direct connec-
tions increases the importance of maintaining some leve¢piditation, while indirect
connections are related with surveillance. If there is aenag@ssociated with a high
measure of centrality, surveillance and the importancepbitation increases, hinder-
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ing the appearance of unethical behavior. However, acegrdi Lambsdorff (2002b),
since corruption depends heavily on the degree of secreity operations, reputation
is vital for the provision of corrupt services, since convamal marketing methods are
not at hand.

If the network is highly interconnected (i.e. a high densityex), behavior surveil-
lance increases along with the probability of loosing refiah. According to Scott
(2000), the network’s density is the proportion of the neatiglinks in relation to the
total number of possible connections.

Finally, the authors mention that conspiracies, definedneshical behavior that
requires cooperation of several agents pertaining to acp&at network, are hard to
detect if they are made trough weak links in a structural leoMronment. According
to the authors,

Conspiracies or collusions are more likely to occur in spgrgon-
nected, weak-tie networks. [...] the coordination needag bre provided
by the central “structural hole” member who recruits cosmrators, one
at a time, through his or her extensive network of weak ties.

Lambsdorff (2002a) carry out an empirical research withassicountry sample
and shows that trust is a key element for the expansion otiptan. His results are
robust to a variety of specifications and causality tests.ddnclusions are based on the
fact that corrupt agreements can not be enforced troughnegans. Furthermore, the
author asserts that strong ties among agents and netwankmdes are also favorable
conditions which facilitates corrupt deals by means ofudaig agents in trusty social
networks.

In the same line of research, Lambsdorff (2002b) assevirategiven that corrup-
tion must remain hidden from public, transaction costediffom those that arise from
legal transactions, since relation among agents does dotigin the service provision,
but remains in effect for a undetermined time period becaidfigbe threat of betray
existing for all agents involved. According to this authH¢r, . ] fighting against corrup-
tion should focus less on individual moral attitudes ander@mr methods to destabilize
corrupt relationships”.

Méiz (2003) present an empirical assessment that trieglaiexhe co-presence of
corruption and political patronage in Latin America, andlge its structural relations.
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The objective of this research is to analyze if the connedigtween corruption and po-
litical patronage build incentives to convert corrupt sactions into stable, clientelistic
networks.

Kingston (2008) combine the intuition of the analysis basadnetwork theory
with strategic relations existing among agents immerseomupt activities. For this,
he builds a model based anterlinked gameso show how informal relations among
clients can help them to enforce agreements (or norms) tid @aying bribes to a gov-
ernment official. According to the author, corruption cudtis not exogenous, but it is
an endogenous, path-dependent reflection of a strateghtemgum. The author’s anal-
ysis is based on the study of tBeiber’s Dilemma in which an official have a fixed rent
to offer to one of his “clients” and each one of them, in oraecapture that rent, have
incentives to pay a bribe to the official. However, all cleniould experience a welfare
improvement if nobody pays the bribe (Della Porta & Vannd®&99), i.e. clients could
collude and avoid corruption. On the other hand, Kingstd@0@ argue that informal
relations among officials and public can support the enfosrd of corrupt transactions.

3 Study cases documented in the literature

Another important line of research concerning corrupt®melated with the study of
specific cases. Klitgaard (1988) describes an example aisted corruption in the
Philippine’s tax system. In this case, the private agenpecates and always pays the
bribe. According to Klitgaard, this kind of corrupt behavie harder to detect since
it is a win-win relation and every agent involved will do whegér necessary to keep it
undercover.

Doig & Riley (1998) assert that corruption patterns depentthe specific context
of each country. This is why, for policy to be effective, thes@jn of anti-corruption
strategies have to consider the social environment in wbarhuption occurs. The
authors assess corruption and anti-corruption strategi®tswana, Ecuador, Hong
Kong, Tanzania, Mali, and Senegal. The point of departur¢hie study is the role of
Structural Reform driven during the 90’s by internationaaficial organisms, in which
one of the main objectives was to reduce official corruption.

Manzetti & Blake (1996) direct research in the same line, asgbsses the effects
of liberal reforms that took place in Latin America duringtf0’s. According to the
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sponsors of this policies, systematic reduction of Stateishend with the ability of
politicians to engage in unethical behavior. The authomsvsthat, if market reforms
does not take place in an environment in which transparereafs, this policies can
be used as new means to achieve corrupt ends. In this stegyattalyze the cases of
Argentina, Brazil, and Venezuela build on the results olemthtical agent-based-model.

Further in the same block of research, one of the most ddtailedy about how
a political corruption network operate correspond to Mddil& Zoido (2002). This
research presents deeply the operation of the corruptiovone headed by Vladimiro
Montesinos, in Peru. A key element identified by this studytoedo with the systemic
functioning of this kind of politic corruption, since it wégunded on the existing rela-
tionships among Montesinos, monitoring agencies, andutiieipl system. The main
objective of this network was to maintain the image of Albdfujimori’'s Government
before the voters. Other case studies in the same line iecMdas (1997); Bremner &
Thornton (1997); Kane (1989); Stille (1995), among others.

4 Games and Networks

In this section | present briefly the underling mathematibabry behind social net-
works. For this, | rely on the lecture notes written by Darooefoglu and Asu
Ozdaglar for the course of Networks imparted in the Masssetts! Institute of Tech-
nology during the fall 2009 (Acemoglu & Ozdaglar 2009). Alsmme ideas on the
interaction between networks and game theory are taken Kets(2008). In the first
subsection | introduce the basic concepts of network thaadygame theory. In the
second subsection, | present the way in which networks céerrdae some of the
components of games. Although there are many ways in whitvhanks can determine
games, | only present the one taken for the modeling of ctonpnder the approach
presented in this study.

4.1 Basic concepts and definitions

Narrowly speaking, a network is a set of nodes and links. Mamaally, a network can
be represented by a graphthat contains a set of nodés= {0,...,n} and a matrix
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¢ = [lijli,jen that summarize the set of links between notgs= N. Definition (4.1)
depicts this idea.

Definition 4.1. A networkN is a graph% (N, ¢) which consists of a set of nodes=N
{1,...,n} and a matrix¢ = [4jj]i jen, Wheretjj € {0,1} indicates if the relation among
i and j exists. If¢jj is not binary, then it also represents the intensity of iatgion
between nodes. In this ca%€N, /) is called aweighted graph

The relations among nodes represented by métcan be directed or undirected.

If these relations are undirected it implies thad a symmetric matrix: if the connection
between nodes and j exists, then the exact same connection exists in the ogposit
direction.

In the context of social sciences, a network summarizes xistirgy relations
among agents. This kind of networks are cabedial networkslin this case, the set of
nodes is interpreted as a set of agents, and the links betWesncan represent a vari-
ety of relations; for example, power relations, friendsliiipws of information, among
others. The next definition gives the interpretation of teeuork components that will
be used further in this research.

Definition 4.2. Consider a network represented by a graphi(N, /). All the elements
of N are defined as agents or players. Furthermore, the cdiorecamong agents
represented by the matrixare undirected relations which represent flows of informmati
about the way each agent will behave under determined cstamoes.

The dynamics of information using networks is a state-efdint line of research
among economists. An example of this investigation can lee se Kets (2008) and
Acemoglu, Bimpikis & Ozdaglar (2010).

These definitions on network theory its all that will be nekfler the rest of the
study. Furthermore, networks will determine the relatiops and behavior of rational
agents that pursue their own interests considering therecof the other agents. This
is why | introduce game theory to model this behavior; soinethlready done by Kets
(2008) and emphasized by Acemoglu & Ozdaglar (2009).

A game consists of a set of players, the rules, the possiltt®mes and the pay-
offs. In the case of this particular study, the set of playeggven byN. The following
definitions and discussion on game theory relies heavily @s-olell, Whinston &
Green (1995).
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There are basically two ways of representing the elemerdagaime. The strategic
game representation presents games as a payoff matrix. déaainn represents the
possible actions of a player, and each row does the samedathter player. Inside
the matrix are contained the payoffs that each agent widlivecwhen the other player
applies one particular action.

The extensive form representation of a game, on the othet, ltaptures

[...] who moves when, what actions each player can take, plagers
know when they move, what the outcome is as a function of thierec
taken by the players, an the players’ payoffs from each ptessutcome.
(Mas-Colell, Whinston & Green 1995)

The extensive form representation practically gives &lrtacessary information to
solve a game. There is one particular element that will bblpigelevant in the discus-
sion that follows: the extensive representation permitsitiawwhat players know when
they move.This element generate two kinds of games; those with peirfiémtmation
and those with imperfect information. It is said that a gamefiperfect information
when every player knows that every player knows that eveayepl knows. .. all the
relevant information. On the other hand, a game is said te imaperfect information
when at least one player does not have information on theffsayloother players, the
possible action that they can take in an specific environraettie movements made
before her turn to play.

So, basically, there are four groups of games: static ganitesparfect informa-
tion, static games with imperfect information, dynamic gsnwith perfect information
and dynamic games with imperfect information. Each typearhg have at least one
equilibrium concept that solves it. | start by introducirayree basic concepts on static
games with perfect information.

A static game with perfect information is better represérig the normal form.
Mathematically, the normal form is represented by an netwpla collection that can be
written asl” = {I,{S},{u(:)}}, wherel is the set of playerg,S} is the set of strategies
for each player where each strategy can be pure or mixedirst approximation to
solving this kind of games consist in finding optimal stragsdor player that are the

LA pure strategyspecifies a deterministic choice [for each player] at eacther information sets
On the other hand, a mixed strategy is a randomized choiweckattwo pure strategies (Mas-Colell,
Whinston & Green 1995).
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best strategy regardless of what the other player dd&ss-Colell, Whinston & Green
1995). This kind of strategies are callstlictly dominant strategies.

Definition 4.3. Consider gamé . A strategy s€ S is a strictly dominant strategy for
player i if for all § # s it holds that

ui(s,si) > Ui(s,si)

foralls_j € S .

The intuition behind the definition implies that a strictlgrdinant strategy must
bring the highest payoff for playémo matter the actions taken by the rest of players.
Another way of modeling the behavior of a given player is tifathe is rational, then
she will never play a dominated strategy. The next definisiammarizes this concept.

Definition 4.4. Consider gamé . A strategy se€ S is strictly dominated for player i if
there exists another strategys S such that for all sj € S,

Ui(,s-1) > ui(si,s-i).

If the previous condition holds, then strateggsictly dominates strategy.s

If ui(s,s-i) > ui(s,s-i) then it is said that strategy weakly dominates strategy
s. One possible algorithm to sol¥econsist in the iterated elimination of dominated
strategies. However, a more general concept is that of a &@shbrium (Nash 1950).

Definition 4.5. Consider gamé& . A strategy profile s= (si,...,5) is a Nash equilib-
rium if for everyi=1,...,land forall§ € S,

Ui(s,s-i) > ui(s,s).

Definition (4.5) can be rewritten so it can include the pasigfithat each player
applies a randomized choice, i.e. a mixed strategy. Theviatlg definition states this
equivalent condition.

Definition 4.6. Consider gamé& . A mixed strategy profile = (o1,...,0)) is a Nash
equilibrium if forevery i=1,...,land forall g/ € S,

ui(0i,0-i) > ui(ay, o).
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The previous concepts apply when the static game developsamplete infor-
mation setting. However, there are many non-trivial sitret in which at least one
agent does not have all the relevant information on the preées of other players. In
the games of incomplete information it is necessary to ctemrsach player beliefs on
the preferences of the rest of the players given their lsebefthe other players pref-
erences and so on. However, Harsanyi (1967) simplifies tioisgss by assuming that
each player’s preferences are determined by the realinaifa random variabléMas-
Colell, Whinston & Green 1995). The realization of the ramdeariable is known only
by the player, but the probability distribution is commorolwtedge.

The approach proposed by Harsanyi (1967) consist in a firsemmade by Nature
in which the realization of the random variable is made amgilay each playetypeis
determined. Also, the type of the player determines her fh@y@pplying an specific
strategy. Given this elements, a game with incomplete médion can be represented
by a collectiong = {I,{S},{ui(-)},©,F(-)}, wherel is the set of playerq,S} is the
set of strategies for each playie{ui(-)} is the set of payoff functions for every® is
the set of all possible types aid-) is the probability distribution ove®. This way,
the concept of a Bayesian Nash equilibrium is depicted ifidhewing theorem, which
uses Harsanyi (1967) approach.

Theorem 4.1. Consider gamd g. A profile of decision rulegs;(-),...,s/(:)) is a
Bayesian Nash equilibrium if and only if, for all i and &l € © occurring with positive
probability,

Eg [ui(s(6),5-i(6-i),6)|6] > Ee_; [ui(s,5-i(6-i), 6)|6]

forall s € S.

Intuitively, the previous theorem means that a profile ofslea rules is a Bayesian
Nash equilibrium when the expected payoff from applying tthécisions is at least as
high as the expected payoff of making any other possiblesaeti

Another relevant type of game includes dynamic games withydete information.
The main difference with their static counterparts is tha dynamic game players do
not take their decisions simultaneously, but the game stresémpose a sequence that
specifies when each player plays and the available infoomatiat she has. The best
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way to represent such games is by means of the extensive fbtathematically, a
game in its extensive formg is a collection that includes a finite set of nodes, a set of
actions and a set of players; a function that specifies thaeppssor of an specific node,
a function that assigns future nodes to each action takenllection of information
sets which includes at least one node, a function that deteenwhen a player moves
and a collection of payoff functions for each player depegdin the actions taken
trough the game (for more details, see Mas-Colell, Whingtio@reen (1995)). To
solve a dynamic game it is necessary to consider at least torecepts: the backward
induction algorithm, the definition of a perfect subgame #dreconcept of a subgame
perfect Nash equilibrium.

Theorem 4.2(Zermelo’s Theorem)For all finite game of perfect informatidng, there
exists a pure strategy Nash equilibrium that can be deritealigh backward induction.
Furthermore, if no player has the same payoffs at any twoiteahmodes, then there is
a unique Nash equlibrium that can be obtained in this manner.

Backward induction selects the best strategy of a playetirsgeby the last set of
nodes. The concept behind backward induction is that ofesgtéal rationality, which
states that a player will apply the strategy that maximizzgplayoff given the strategies
applied by the other players up to that point. Zermelo’s Taeoalso proves that every
finite game of perfect information have at least one Nashlibguim. For backward
induction to work properly, it is necessary to identify paatf subgames.

Definition 4.7. Consider gamé g. A subgame of g is a subset having the following
properties:

(i) It begins with an information set containing a single &gn node, includes all
the decision nodes that are successors of this node, andiosranly these nodes.

(i) If a decision node is included in a subgame and in an infation set, the every
other node included in the same information set is also ohetlin the subgame.

The idea behind this definition is that each subgame of a gjaeme can be treated
as agame in its own righ{Mas-Colell, Whinston & Green 1995). This means that each
subgame has a Nash equilibrium. A strategy profile that isshguilibrium in every
subgame is a subgame perfect Nash equilibrium. The nexititgfistates formally this
concept.

26



Definition 4.8. Consider gamd g. A strategy profileoc = (01,...,0)) is a subgame
perfect Nash equilibrium if it induces a Nash equilibriunrenvery subgame ofg.

With this basic definitions it is possible to join the conept network theory with
those derived from game theory. This task is performed iméhe subsection.

4.2 Joining Game Theory and Network Theory

There are many ways in which game theory can be influenced tworletheory. In
this study, the network structure is exogenous and detesriire existence of flows of
information among agents and their payoffs. In other wowdsen a network is such
that all agents are connected with each other, then the flowfofmation between
them is guaranteed and the strategic interdependency rarkas that of complete
information. On the contrary, when the network exhibitsggée. agents that are not
connected to the rest of the network), then the flows of infdrom are interrupted and
the network structure implies a game with incomplete infation.

Formally, the game (static or dynamic) will now depend on tieéwork struc-
ture also; that ig"(N). Moreover, the network setting influences the payoffs oheac
player due to the costs related to the breaking of the linksnaglayers do not behave
as planned. Therefore, each payoff will depend on the linkslied by the network
structureu;(s,s_i,¢). Obviously, if player is not connected to the network, then her
payoff function will not depend oii. This discussion is summarized in the following
definition.

Definition 4.9. Consider an exogenously determined netwiriwhich is represented
by a graph¥ (N, ¢) where N is the set of players ards a matrix that represents the
links among players. N is a fully-connected network, then the game structure define
by it is that of a game (static or dynamic) with complete infationl"'c. On the other
hand, ifN is a network such thafj; = O for at least one of the nodes, then the implied
game structure is that of a game (static or dynamic) with mptete informatior g.

The relation between the payoff function and the netwonkcstire is stated in the
next definition.
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Definition 4.10. Consider an exogenously determined netwidnkhich is represented
by a graph¥(N,¢). If 4;; =1 then the payoff function of player i will depend on the
status of the active link, that is(s,s_i, 4ij ).

Note that/j; can be written as a function which depends on the strategntbi
playeri. An example of this can be stated as follows: = 1 if 5§ = 1 but/j; = O if
s = 0. This way the payoff function, although depends on theltietween players, can
be written solely asij(s,s_i), as usual. This is done further in this work.
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Part Il
Modeling Corruption: An Alternative
Approach

In this part | present an alternative approach for modelmguption. For this matter,
| combine both game theory and social network theory in sualay that the exist-
ing relations among agents are exogenous and the flows omatmn between them
depends on the network structure.

To study the importance of networks in corrupt behavior, Il amalyze different
settings, each of which differ on the exogenous networkctiire and the existence of
an outside-the-network monitoring agency. In the firstisadtassume the existence of
three agents in which one of them has the power to proposetasf ecrruption. The
first model in this section is based on a complete networkyersense that every agent
is connected with each other and the flows of information ftsraxgame with complete
and perfect information. The second model drops the penrféatmation assumption
and take an incomplete network as point of departure.

The second section introduces the monitoring agency as@gyeawrus agent. The
role of this agent is to create a probability of being caplusa the act of corruption,
despite the complete flow of information existing among tbeupt agents. For the
sake of completeness, | study both of the settings propostn ifirst section.
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5 A World without Monitoring Agencies

In this section | study two settings without monitoring agies. In the first setting |
will work with a complete network and, as a direct conseqednam this, an extensive
game with three agents and complete information due to deeffow of information.

In the second setting, one of the agents is not connectedtathest, generating
gaps in the network. Because of this structure, the condegjents will have informa-
tion about each other, but they will face information asyrriae on the type of player
of the third agent. This naturally translates into a BayeSame.

5.1 A Complete Information Setting

In this first model | assume a network with three agents (nogiesn by the selN =
{1,2,3}. Let;; be the connection between any two agent such that;; € L, where

L is the set of links in the network (which is equivalent to matt presented in the
previous section). | sét; = 1 for alli, j € N, so the resulting network will not exhibit
any gap. This also guarantees the direct flow of informatimoreg agents (see figure
5.1).

Figure 5.1: The Complete Network
1

2 3

The network structure translates directly in an extensarag with complete in-
formation. The set of players is given Y. Let| C N be a subset of players such
that 23 € |. This subset includes theeripheralagents. This classification implies
that agent 1 has a power relation over agentsand is the one that can start an act of
corruption.

Thus, the set of actions for player one is giversby= {P,NP}, whereP stands for
proposean act of corruption and P for not to proposeFor mathematical purposes,
will act as adummyvariable which takes the value of 1 if the agent choose togsep
the act of corruption and 0 otherwise.
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For agents$ € |, the set of actions is = {A,D}, wheres; is also adummyvariable.
Action A implies that agent accept the proposal of agent 1 and actidimplies that
she does not accept (or denounce) agent 1. | assume thaejisséxogenous, so if an
agent choose to tell on the others, they will certainly bewagal.

If player 1 choose not to propose the act of corruption, theegands and every
agent gets a payoff of zero. On the other hand, if she makesffitie agents il have
to decide simultaneously wether or not to accept her prdapdshoth agents accept,
player 1 gets a payoff gB; and players 2 and 3 get bofh If some agent choose to
denounce and the other one accept, player 1 gets a penalty,dhe same as the player
who accept. On the contrary, the agent who denounces haséeo ttb@ administrative
costs of justice) and the costs associated with the lost of relations withtaand the
agent who acceptg. If both agents denounce, they assume the latter costs)Vieowe
since they agree they do not incur in any costs associatédtietbraking of the link
with eachother. Formally, for player 1, her payoff functismgiven by

I'Ilzsilnsﬁl—(l—minsi)m}. (5.1)

In the same manner, the payoff functions for agerdd are similar and can be
written as

ni:sl{r’sB—s(l—snm—(l—snm+<1—s>vl+<1—s>sm]}, 5.2)

foralli, j € 1. Note that agent 1 does not incur in any cost for the brake effsion with
agents in. | make this so it can be explicitly noticed the unbalancemfigr existing
among agents.

To summarize, the first game depending on the previous nktietN1)) is de-
fined as a collection such that

rl(Nl) :{L7N7{Sﬁ}7n}7 (53)

wherell4,MM; € N is the set of payoffs andlS,} is the set for actions for each player.
This game is depicted on figure (5.2) and it’s correspondaygpfis are summarized on
table (5.1).
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Figure 5.2: The Game with Complete Information (Game 1)

L) (2) (3) (4)

... information set.

Table 5.1: Payoffs for Game 1

Player | (1) ) 3) (4)
1 B1 —m —m —m
2 | B —m —N+n+y) —(N+wn
3 | B -(ntnty) —m —(n+wn)

Gamel 1(N7) can be solved by backward induction using the concept ofube s
game perfect Nash equilibrium. This result depends on th&aa between the penalty
imposed by justicen and the sum of the administrative cost of justice and the dbss
the link with agent 1. Let me assume first an institutionafeavork in which the cost
of the penalty is not high enough, so each agent always véfepto accept.

Proposition 5.1 (Weak institutions) Consider the gam€&,(N;). Let F'l(Nl) be the
first perfect subgame in which agetand3 have to decide simultaneously whether or
not to accept playel’s proposal. If m< n + y; then the Nash Equilibrium iﬁ/l(Nl)
implies that both agents accept and agémtill make the proposal. This strategy profile
is the subgame perfect Nash equilibrium Farf Ny ).

Note that the assumption thiat< n + 4 is very restrictive. This implies that the
institutional context in this society is so weak that thealegpsts of committing a felony
are smaller that the associated costs with ending corruvier. However, this is far
from being the general case. There exists social struciurgkich corrupt behavior is
heavily penalized and agents think twice before engagirigigkind of activities. Let
Xi represent the probability that agerg | accepts the proposal. Also, let= [Tic Xi
denote the joint probability of accepting for both agents ifihe next proposition shows
what happens when the institutional context is a strong one.
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Proposition 5.2 (Strong institutions) Consider the gamg;(N1) and the perfect sub-
gamerll(Nl). If m> n + y1 the subgame perfect Nash equilibrium in mixed strategies
is:

(i) In the perfect subgarrié'l(Nl), agent ie | will accept the proposal if and only if

< m—(n+w)

- . 5.4
Xj 2 B‘l‘m'i‘yj ( )
(ii) In the same way, agerdtwill make the proposal if and only if
m
> . 55
CZ5rm (5.5)

Thus there exists three possible subgame perfect Nashleguitwo in pure strategies
and one in mixed strategies.

The results in this section shows the importance of netwianksorrupt behavior.
The links in the network permit that all the agents have ehanfprmation on each
other, so all of them can be sure that the other will cooperateo, as highlighted by
Lambsdorff (2002b) and Nielsen (2003), the fact that cdrampworks in a network
introduces costs related with the breaking of the links agrements.

However, these results depends on the institutional fraosrlewf a given society
and the way checks and balances act as a restriction forptdyelavior (see for ex-
ample Brunetti & Weder (2003) of La Porta et al. (2004)). In eal institutional
framework and due to the long term relationship that corampimplies (Lambsdorff
2002b), the costs related with the breaking of the links agragents can be so high that
corrupt agents will prefer to pay a penalty in case of beinguad instead of loosing
the relation with the rest of agents. On the other hand, tftitgons are strong enough,
corrupt behavior can still occur but the high penalties aghaentives for agents to de-
nounce. Strong institutions reduce the probability thabriuption network will work

properly.
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5.2 The Effect of Information Asymmetries

When someone thinks about corruption, the next thoughtasitatisk. In the previous
section | presented a model with tbptimalenvironment for corrupt activities. In this
section | drop the assumption about perfect informationbéfre, | will work with a
network composed by three nodes or agents. The set of nogeeisbyN = {1,2, 3}
and the subset of peripheral agentkis {2,3}.

The difference with the network presented in the previogtice lies on the links
structure. Letjk be the connection among any two agentin assume thatys = O for
allk# 3 € N, that is, both agents 1 and 2 does not have knowledge on thigittiagent;
they only know that they need her cooperation for the act ofgion to succeed. This
network structure is depicted in figure (5.3).

Figure 5.3: The Incomplete Network
1

2 *3

Because of the lack of connections with agent 3, the flowsfofimnation with this
agent is interrupted and the setting calls for a modeliragesyy based on imperfect in-
formation. For this | take Bayesian Games. Nabe the set of players. The information
asymmetry is that players 1 and 2 do not know if player 3 wibperate with the act
of corruption. Defined; as thetypefor agent 3. 1f6; = 1 then agent 3 will incur in the
administrative cost of justice if she decides to denouncaeth@ contrary, if9s = 0 then
agent 3 will receive a reward for her honesty.

Using Harsanyi approach to solve Bayesian games (Hars86yi) 1this imperfect
information environment can be translated into an incoteglgormation setting. For
this, l assume that both agents 1 and 2 have some beliefsthledype of agent 3, which
are the same due to the flow of information between them. Tdliefs are represented
by means of a Bernoulli probability distribution where thendity function is given by

f(63,0) = p*(1—p)*~%.
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In other words, agents 1 and 2 assign a probahilifpr 65 = 1 and a probability
of 1— p for 63 = 0. The set of actions for agent 13s= {P,NP} and for agents it
iss = {A,D} and work just as they did in the previous model. In a similanne, |
maintain the assumption that justice is exogenous and oramgtagencies do not exist.
The payoff function for player 1 is

M1(s1,S2,53(63), 63) = s1[S253(63) 1 — (1— min{sp, 53(65) })m]. (5.6)

For player 2, her payoff function can be written as

Ma(s1,%2,53(63), 83) = s1{SxS3(63)B —52(1—s3(63))m
- 1-s)[n+A-)nl}. (5.7)

In the case of player 3, the difference in her payoff depesmndimher type is that, if
65 = 1 then the decision to denounce will cost her the adminig&absts of justice;.
On the other hand, 3 = 0 she still has to bare this costs, but also she can get a benefit
a. Note that because of her lack of connections, agent 3 dddsane to assume any
costs in the case of the braking of links. Thus, her payoftfiom is

M3(s1,%,53(63),63) = s1{sSs(63)B —s3(6s)(1—s)m
+ (1-3(63))[(1—63)(a—n)]}. (5.8)

All this components of the game can be summarized as folldves.I' 2(N>) be
the Bayesian game described previously. Also, deBres the set of types for player
3, f(p, B3) the probability distribution for the beliefs of agents 2 éhdbout the type
of agent 3, and1(6s) as the set of payoff functions for all players, thes(N») is a
collection such that

M2(N2) = {L,N,0, f(p, 63),{S},M(6s) }. (5.9)

The structure of the game is depicted in figure (5.4) and thesponding payoffs
derived from the previous functions are summarized in téhl2).
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Figure 5.4: The Game with Incomplete Information (Game 2)

1) 2 (3 4) (5 (6) (7) (8)

... information set.

Table 5.2: Payoffs for Game 2

Player | (1) 2) 3) 4)
1 Ba —m —m —m
2 B -(n+yn) -m —-(N+wn)
3 B —-m —n —-n
Player | (5) (6) ) (8)
1 Ba —m —m —m
2 B —-n+tyn) -m —-(n+wn)
3 B —m a—n a—n

To solve this game it is necessary to use the concept of a BayBash Equilib-
rium. Before doing so, it will be useful to state player 3'spible strategies given that
player 1 makes the proposal and player 2 accepts it. Thegegs are:

s3: Aif 63 =1andAif 63=0.
%: Dif 63 =1andD if 63 =0.
s Aif Bz=1andDif 63 =0.

d: Dif B3=1andAif 6;3=0.
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There is enough intuitive arguments to assume that strétggyay be a dominated
strategy: it would be strange that agent 3 will denounce tbegsal given that she is
corrupt and will accept it given that she is honest. Howewerst rule out this behavior
formally. As | will show further, this depends on a key redauship between the benefit
from denouncingr and the opportunity costs associated with this agBien) for agent
3. Proposition (5.3) formalizes the intuition to rule (@tas a possible component of
the Bayesian Nash optimal strategy profile.

Proposition 5.3. Consider gaméd »(N2). Suppose that agerit choose to make the
proposal and agen? accepts it. Ifa > B+ n then § will be a dominated strategy for
agents.

The previous proposition permits me to rule out stra@fla > [+ n. However,
it is important to keep in mind this relation as it will be detenant in the results that
| will present next. The purpose of the following paragrafh® study the conditions
that have to hold for different options of possible Bayediash equilibria. The first
relevant strategy profile that | will evaluate is the one inashhagent 1 choose to make
the proposal, agent 2 accepts it and agent 3 also acceptsratier what her type is
(i.e. she applies strategg). The following proposition gives the conditions that have
to hold for this strategy profile to be a Bayesian Nash equiib.

Proposition 5.4 (Corrupt equilibrium) Consider gamé »(N»). If p > 1, then in the
Bayesian Nash equilibrium agemtwill make the proposal, age will accept it and
agent3 will apply strategy §.

The proof of proposition (5.4) (see appendix) shows oncendpa relevance of the
relation between the benefit derived from denouncing andpipertunity costs related
with passing on corruption. If the benefit from denouncintgss than the opportunity
cost, then agent 3 will always prefer to accept the corrupppsal, despite her type,
against the strategy that implies that she will denouncat¢hef corruption every time.

The next possible equilibrium that is worth analyzing is time in which agent 1
makes the proposal given that agent 2 will accept it but agesecides to make the
denounce no matter her type. However, there is an imporahttiat have to be taken
into account. Due to the independence of the judiciary,hat ts needed to apply the
penalty is that at least one of the agents decides to tell on the others. In this setting,
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| am assuming that agent 1 choose to make the proposal déspitact that agent 3
is denouncing in every case. This implies that the expechgdfpfor agent 1 derived

from the strategy profile that is a candidate will ben. On the other hand, if she
chooses to abstain from making the proposal given the actbthe other players, her
expected payoff will be 0. Thus, this profile cannot be a Beyeslash equilibrium.

The following proposition summarizes this result.

Proposition 5.5. Consider gamd »(N>). Suppose that i+ n +y, a > +n and
p = 0. Then, the strategy profile in which agelninakes the proposal, agedaccepts
it and agent3 denounce despite her type can be ruled out as a possible Baydash
equilibrium.

Once again the result in the previous proposition showsatioal between the cost
imposed by institutionm and the opportunity cost of passing on corruptip#t y1. As
in the case of the complete information framework, the agtiom that the society have
very weak institutions is a strong constraint. Furthermage that if institutions are
strong and the opposite relation holds (ne> n + y1) then agent 2 will also denounce
corruption given that agent 1 makes the proposal and ageah8umce it every time.
This constitute additional evidence to rule out this stypferofile as a possible Bayesian
Nash Equilibrium. Moreover, the relation between the berfiefm being honest and
the opportunity cost of passing on corruption takes releganif the benefit derived
from honesty is not high enough, then agent 3 will chooseesiyes] over strategy
%. Furthermore, if this condition does not hold, agent 3 wittie behave in a counter
intuitive manner, accepting when she is honest and denoegrdien she is corrupt.

As | showed in the previous results, this possible equilioris not likely, basically
because, as | discussed before, the strategy of making dpesgal given that agent 3
denounce it despite her type and agent 2 accepts it is a dwdistrategy. This fact is
stated in the following proposition.

Proposition 5.6(Honest equilibrium) Consider gamé&»(N»). Suppose that > 3+n,
p =0and m> n+ y;. Then, in the Bayesian Nash equilibrium ag8ntill denounce
independently of her type, agehwvill also denounce given the decision of aggrand
agentl will abstain from making the proposal.

Finally, | study the conditions that have to hold so a profitategy in which agent
1 makes the proposal, agent 2 accepts it and agent 3 accéfpshét is corrupt and
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denounce it if she is honest constitutes a Bayesian Nashl@aqumn. These conditions
are depicted in the following proposition.

Proposition 5.7 (Conditional equilibrium) Consider gamé »(N2). Suppose that the
following conditions holds:

m

p Bl (5.10)
m—(n+wy)
p > “Bim and (5.11)
1
p > Bin (5.12)

Then, in the Bayesian Nash Equilibrium agénwill make the proposal, agert will
acceptit (if m< n + y1, agent2 will always accept) and ageBtwill embrace corruption
whenBz = 1 and reject it wherf; = 0.

Note that the condition (5.10) is charged with useful intunt If the benefit from
corruption increases, then this condition becomes lesisatage. On the contrary, if the
penalty becomes higher, the condition will never hold. Tewéy this is so, iim — oo,
then the right-hand-side of (5.10) tends to infinity.

Moreover, if the penalty imposed by the judiciary is not hegtough, then the costs
associated with passing on corruption for agent 2 will beigb kthat she will always
accept to commit the felony. If corruption is heavily puradh this will reduce the
probability that the corrupt act comes to an end. Anotharesting finding arise when
analyzing how the restriction imposed by condition (5.145&s when there is changes
in the value ofm. Letp = [m— (n + y1)]/(B + m) denote this critical value. Taking the
derivative ofp with respect tanyields

9p _B-—(n+wn)
om  (B+m)?
If B >n+wy,thendp/dm> 0. This implies that, if the benefit from corruption
is higher than the opportunity cost related to passing oruption, an increase im
will make condition (5.11) even more restrictive. On theesthand, if < n + w,
dp/dm < 0 which implies that an increase in the penaltgiven that the benefit from
corruption is less than opportunity cost of passing on qaiom, will relax the constraint

(5.13)
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imposed by (5.11). In other words, if the costs associatéla é@nouncing and the cost
of loosing the relation with agent 1 exceeds the payment ftormuption, an increase
in the penalty requires that the critical valuegfor agent 2 to accept corruption will
be smaller.

A relevant question is: what happensiif> 3 + n does not hold? In this case, |
need an additional condition to guarantee the optimalitypifon s for agent 3. This
condition is

pxiBin-a

B+n-sza

However, when this expression is added, there is not a cligarondition that can

seed lights on which expression (5.12 or 5.14) is the mosictge. Note that this re-

sult shows once again the importance of the benefit derived being honest for agent
3.

(5.14)

The results presented in this section give evidence abeuintiportance of the
completeness of the network for corrupt behavior. From a@aspoint of view, when
the network is incomplete and the flow of information amongrag is not guaranteed,
the coordination needed for unethical activities becomesernomplex. This translates
in the fact that the lack of information opens the door to thegibility that agent 1
can even abstain from making such proposal when at leastger have an incentive
to denounce. This incentives can be studied from two sidesirtstitutional and the
economic.

From the institutional side, the previous propositionsvsiizat the independence
of the judiciary system is not enough. It is needed that thallpenalty related with
corrupt behavior be sufficiently high to a point in which itcexds the costs related
with denouncing, specifically, the administrative costustijce and the cost of breaking
the link with the powerful agent. This also implies that, or efficient judiciary, the
administrative costs of justice must be low. Furthermarés shown that, to prevent
corrupt behavior, it is necessary that honesty is highlyareled.

The economic analysis of corrupt behavior under the apprpasposed in this
research shows the importance of cost-benefit analysibéaiécisions of agents, prin-
cipally, those contained in skt For agent 2 note that if the penalty exceeds the oppor-
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tunity cost of passing of corruption measured as the sumeoathministrative cost of
justice and the cost of breaking the link with agent 1, theswhll be enough incentive
for agent 2 to avoid corrupt behavior. On the other hand, gena3 if the benefit from
being honest is less than the costs of passing on corrupteasuaned as the sum of the
possible corrupt benefit and the administrative cost ofgasthen she can be tempted
by corruption and engage in corrupt activities, even whenishonest.

6 Introducing Monitoring Agencies

According to La Porta et al. (2004), monitoring agencies @ag of the check and
balances of a democratic system. Among other roles tha¢ tinesitutions play in an

economic and political system, research made by Ahrendk®&gas & Koufopoulos

(2002), Besley & Prat (2006), Brunetti & Weder (2003) or D§em et al. (2003), shows
that a free press is crucial in the fight against corruptiarihis section | introduce mon-
itoring agencies (represented by press) to the envirorsmeatleled up to now. Before
presenting the specific models, | will expose the main assomgpon the behavior of
the press and the judicial system. This assumptions willyafgpboth of the models

presented in the forthcoming subsections.

6.1 Basic Assumptions

The modeling of the behavior of a monitoring agency in a qurenvironment is out
of the scope of this study. This is why | will assume that tlgerecies, represented by
press, are exogenous to the system. To guarantee thatdtiigtions will not take part
of an act of corruption, | assume that every press agencyti®pa competitive market,
which implies that there exists a sufficiently large numblemonitors. If one media
firm pass on the publication of a story on an act of corruptibare will immediately
appear another agency with the same access to the infomraatibit will publish the
news.

One straightforward implication of the last part of the poes paragraph is that, if
a monitoring agency gets information about a story on caiwapthen this information
will become available for the publication by the rest of ages. The implicit assump-
tion behind this assertion is that media firms are connecidd avcomplete network
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among all the media market members, which implies that tvédlexists free flows of
information between them.

As before, the judicial system is exogenous. If the mediadoefind out about the
act of corruption, then one of the members of the corrupt agtwwill have to denounce
so the judicial system can apply the corresponding pesaltdewever, if the media get
information on the act of corruption, they will immediatglyblish the story and, once
the judicial system becomes aware of the problem, they vakerthe legal investigation
and apply the penalty.

The existence of monitoring agencies with the charactesigist described, create
the exogenous risk of being caught in an act of corruptiogpide the cooperation of all
agents involved. This risk is measured by a probability aédégon¢. Let d = 1 if the
media gets information on corrupt behavior and publish tbeysandd = 0 if they do
not get this information. Therg will follow a Bernoulli distribution represented by

9(¢,8) = ¢°(1— ) °.

6.2 The Full-linked Version

Consider the network; presented in the previous section with three agents cadain
in setN and with subselt with 2,3 € . The complete set of connections among agents
in N1 ensures the free flow of information between them. Basedisnlttake the game
structure summarized ifi1(N7) and introduce the monitoring agencies as described
above.

The innovation inl1(N1) is located in the agent’s payoffs. Let me assume that
agent 1 make the proposal and both agents aecept it. Inl"1(N;), agent 1 would
get a payoff of3;. However, because of the existence of the monitoring ageheye
is the plausible risk that the act of corruption would be dité and, thus, the payoff
becomes an expected payoff: with probabiliy— ¢) agent 1 will get the payment
from corruptionf; in case the monitoring agency does not get the story. On tier ot
hand, if the media gets information on corruption, they wilblish the story and, with
probability ¢, agent 1 will have to pay the penaltym applied by justice because of
corrupt behavior. The rest of payoff remain the same. Tah®) Ghows the payoffs for
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each agent attached to the game depicted in figure (5.2)hvidriexpositional poruses,
is presented again in figure (6.1).

Figure 6.1: The Game with Complete Information (Game 1’)

1) (2) (3) (4)

--- information set.

Table 6.1: Payoffs for Game 1’

Player | 1) (2) (3) (4)
1 | (1-¢)Br—¢m —m —m “m
2 (1-¢)B—¢m —m -N+n+y) —-(+wn
3 | (1-¢)B-9m —-(N+n+y) —m —(n+w)

From this payoffs, the payoff functions for each agent atedl in the next group
of equations:

My = sl{I"s[(l—d))ﬁl—d)m]—(1—minsi)m}, (6.1)
m - sl{|‘|s[<1—¢>ﬁ—¢m}—s<1—sj>m
- <1—sj>m+<1—s>y1+<1—s>sjvj1}, 6.2)

foralli, j € 1. Now, recall that the set of players for this gaméljsvhich are connected
by a set of linksL. Furthermore, the set of actions for each playeNiare {S,} for
all n € N an the set of payoffs iB" with M}, € M’ for all n € N. Taking this inputs and
considering the probability distribution given thg(tp, ), which measures the possi-
bility that the act of corruption can be detected by the nwig agencies, the game
described above can be summarized as a collection such that
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rl’(Nl) :{L7N7{S}7nlvg(¢75)} (63)

When monitoring agencies are included, multiple equiitaiise naturally. Given
that the press is exogenous to the model, it is possible t@ gamd 1/ (N1) by means
of the subgame perfect Nash equilibrium. To keep this psgeseral, | use mixed
strategies from the beginning and | proceed with the algoribf backward induction.

For a moment, let me think that there exists strong instingj som>n + y
always hold. Letx; denote the probability assigned by agend agentj accepting
the proposal an@ represent the joint probability that both agentd iaccepts agent
1's proposal (i.e.€ = [];xi). The following proposition states the conditions for the
subgame perfect Nash equilibrium.

Proposition 6.1. Consider gamé /(N;) and its first perfect subganfél,(Nl). Also,
suppose that ix n + y1. The subgame perfect Nash equilibrium states that afyeut
make the proposal if and only if

m
A M e

and agents & | will accept it if and only if

m—(n+wn)
(1-0)(B+m) +¢;

As the previous proposition shows, i > n + y1 (a condition that appeared in
the previous section), then the first perfect subgamgqgfN1) exhibits three Nash
equilibria. One in which both agents accept, the second iotwoth agents denounce
and the third one in mixed strategies in which each agenpasdeondition (6.5) holds.
Note the similarity of this result with that of propositioB.2). If institutions are weak
then the penalty may be so low (or the administrative coststf¢ge so high) that agents
will prefer to accept to avoid the costs of justice and thexo$ breaking their links
with agent 1. Furthermore, the existence of the monitorggnaies does not solve the
problem generated by institutions. To see this, note thait<f n + y1, by the concept
of the Nash equilibrium, agenwill choose to accept if and only if

Xj >

(6.5)
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(1-¢)B—dm>—-(N+yi+Y).

Solving this condition fokp yields

¢§B+n+w+w.
B+m

However, given thatm < n + y; the previous condition always hold so, despite
press, agents will still assume the risk and choose to aeepy time. On the other
hand, if institutions and the media work together, the tsstthange dramatically. To
verify this intuition, takem> n + y; and let; = [m— (n +y1)]/[(1—¢)(B+ m) + ¢j]
denote the critical value fogj. If agents perceive that @mostcertain that the media is
on them and they will publish the story about corruptionnthe

(6.6)

jim & = W) 6.7)

wherexj < limy_.1Xj. This implies that, if institutions are strong and the moniitg
agencies are informed and free to publish the stories, thieditton (6.5) becomes more
restrictive, preventing (or increasing the risk) of gedtinvolved in corrupt activities.

Despite the decision of agents | whenm < n + y;, the existence of a monitoring
agency has an effect on agent 1's decision, even when itstisiare weak. To see this,
if m< n+ y1 holds and given that agernits | accept her proposal, agent 1 will propose
if and only if (1— ¢)B — ¢m > 0. Solving this expression faf | get

m

This condition implies that, contrary to the results for @ige € I, in the case of
agent 1 the existence of monitoring agencies can make hivk thiice before making
a corrupt proposal. Furthermore, if the penalty increate the critical value for
making the proposal will become more restrictive.

Next, let me study what happens with agent 1 when strongtunisins work to-
gether with monitoring agencies. For this, let me assumenabatm> n + ;. Let
£ =m/[(1— ¢)(B+m)] denote the critical value of condition (6.4).¢f= 0, condition
(6.4) reflects the situation without monitoring agencieawdver, if¢ — 1 (i.e. itis

(6.8)
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almostcertain that agents will face informed press), conditiod&vill never hold and
agent 1 will abstain from making the proposal. Formally

A . m
lim & = lim

0-1  ¢-1(1-9)(B+m)
that is, when institutions and monitoring agencies workchap hand, the system of
checks and balances in the society can be enough to preveapton from ever hap-
pening. On the other hand, if the media is captured or it doesvark as a competitive
market, corruption can find an open door.

%, (6.9)

6.3 An Incomplete Network

In the last subsection | analyzed what happens when thereasrapt network with
complete information and a monitoring agency is introdudéaly, | relax the complete
information assumption. Thus, consider once again theor&tstructure summarized
in N», with N = {1,2,3} denoting the set of nodes (or agents) and the corresponding
subset of peripheral agentsith 1,2 € I. Remember that, for this network, the only
existing link is the one between agents 1 and 2.

This network environment invoke the game structure degictégure (5.4), which,
for expositional purposes, | reproduce again in figure (6S2hilar to game 4 the dif-
ference between game 2 and the one presented in this sulbskes on the payoffs
for each agents, which in this case are linear combinatiehsd®en the result when the
monitoring agency does not have information on the act alugion (with probability
(1— ¢)) and when the media publishes the story (with probabgityLet I';,(N>) rep-
resent this new game. The set of players is giveNtand, following Harsanyi (1967),
there are two types for agent 8; = 1 if the agent is corrupt, which occur with a prob-
ability of p, and63 = 0 if the agent is not corrupt, which occurs with probability p.
The set of actions for agent 18s= {P,NP} and for agents ihiss = {A,D}. The new
set of payoffs fol5(Ny) is summarized in table (6.2).

For player 1, the payoffs in table (6.2) can be representeal @eyoff function,
which is given by
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Figure 6.2: The Game with Incomplete Information (Game 2’)

1) 2 (3 4) (5 (6) (7) (8)

... information set.

Table 6.2: Payoffs for Game 2’

Player (1) (2) (3) (4)
1 | (1-9¢)B—¢m —m —m —m
2 1-¢)B—¢m —(N+yr) -m —(N+wn)
8 |(1-¢)f—9¢m -m - -
Player (5) (6) (7) (8)
1 | (1-9¢)B—¢m —m —m —m
2 1-¢)B—¢m —(n+yr) -m —(N+wn)
3 (1-¢)B—¢m —m a-n a-n

Mi1(s1,52,53(63),63,¢) = s1{s3(63)[(1—)Br— ¢
— (1—min{sy, s3(63)})m]. (6.10)

In the same scheme, the payoff function for agent 2 is

Ma(s1,52,53(63), 63,¢) = s1{%2s(63)[(1—¢)B—¢m —s(1—s3(63))m
- 1-)[n+1-s)nl }- (6.11)
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Finally, the payoff function for player 3 can be written as

M3(s1,52,53(63), 63,¢9) = s1{ss3(63)[(1—¢)B—¢Pm| —s3(63)(1—s2)m
+ (1—s3(6)) [(1—63)(a—n)]}. (6.12)

Definel’(6s, ¢) as the new set containing the payoff functions just depicidsb,
remember tha® is the set of types for player 3{p, 65) the probability distribution for
the beliefs of agents 2 and 3 about the type of agent 3 ) is the probability dis-
tribution that defines if the monitoring agency has inforim@bn corruption. Therefore,
> (Ny) is a collection such that

r2’(N2) = {Lv N,O, f(p, 93)7g(¢75)7{8’\}7n/<937¢)} (613)

To follow more easily the following thoughts, it is worth temember agent 3
possible strategies given the decisions of agents 1 and 2:

& Aif =1 andAif 63=0.
2 Dif Bs=1andDif 63=0.
s Aif Bz=1andDif 63 =0.
d: Dif B3 =1andAif 6;3=0.

Before analyzing the relevant possible Bayesian Nash ibgail it is important
to remember two results that | obtained in the setting of nmglete information and
without monitoring agencies. The first one corresponds epgsition (5.3), which |
present again for expositional purposes as propositi@).(6.

Proposition 6.2. Consider gaméd »(N»). Suppose that agerit choose to make the
proposal and agen? accepts it. Ifa > B+ n then § will be a dominated strategy for
agent3.

If the conditions in the previous proposition holds, thersipossible to rule out
any strategy profile that contains strat@y&s a possible candidate for a Bayesian Nash
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equilibrium. When monitoring agencies are introduced, dbedition foréj_ to be a
dominated strategy is less restrictive. Formally, all teateeded is that

a>(1-¢)B—pm+n. (6.14)

As ¢ increases, the restriction will become less restrictiven&thing similar hap-
pens when | analyze a strategy profile in which agent 1 makeptbposal, agent 2
accepts it and agent 3 make a denounce despite her type. Bggition (5.5), | al-
ready know that in the non monitoring agencies setting, iisa@onditions hold, then
this strategy profile can also be ruled out as a possibleibgquih. Proposition (5.5) is
stated again in proposition (6.3).

Proposition 6.3. Consider gamd >(N,). Suppose that i+ n +y, a > B+ n and
p = 0. Then, the strategy profile in which agelniakes the proposal, agediaccepts
it and agent3 denounce despite her type can be ruled out as a possible Baydash
Equilibrium.

As before, when monitoring agencies are introduced, thteéecgsn ona becomes
less restrictive. Given this facts, it is not interestingtody strategies profiles in which
agent 3 chooses strateg@sor sg given that the results obtained in the previous section
will not change in a significant manner. Considering thigplgmse to study two possible
optimal strategy profiles. The first one, in which agent 1 dlesado make the proposal,
agent 2 accepts it and agent 3 accepts independently of peer And, the second one,
in which agent 1 chooses to make the proposal, agent 2 adtaptbagent 3 accepts if
she is corrupt@s; = 1) and denounce if she is hone8t & 0).

Let me start by assessing the conditions that have to hotdédirst candidate to be
a Bayesian Nash equilibrium. The next proposition statestiresponding conditions.

Proposition 6.4. Consider gamd »(N»). Assume that > n + y1. Then, in the
Bayesian Nash equilibrium agefitmakes the proposal, ageBtaccepts it and agent
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3 also accepts it whefis = 1 and whenBz = 0 if and only if

B
¢ < B (6.15)
B+n+w
p > 1+¢m—['74;(1—¢)l3]7 and (6.17)
a < (1-¢)B—¢m+n. (6.18)

The result in this proposition shows again the importancdefcoordination that
must exists between the institutions and the monitoringeigs. To see this, note that as
the legal penalty from corruption gets larger, conditiori 8 becomes more restrictive.
If m— oo, then the critical value of this condition tends to zero.slimplies that agent 1
will only make the proposal if she is certain that monitoraggncies cannot intervene.
On the contrary, if the payment from corruption is high, tloedition becomes less
restrictive. Furthermore, {8, — oo, then the critical value will also tend to infinity, and
agent 1 will always make the proposal.

What happens if institutions are weak amd< n + y? If this is so, theri + n +
v1)/(B+m) > 1, which implies that condition (6.16) will always hold. Gnagain, the
importance of checks and balances working together galiegamce.

To analyze condition (6.17), lgg =1+ {¢m—[n+ (1—¢)B]}/a. When the
probability that monitoring agencies are not informed omryation is low, condition
(6.17) becomes less restrictive. Furthermore, it is ptss$tsee that

n+B

imp=1- . 6.19
Jm p p (6.19)

The previous equation implies that when the probability tha media is informed
tends to zero, then the situation is similar to the settingne@lmonitoring agencies are
not included. Moreover, given that< (1— ¢ )3 — ¢m-+ n, it is straightforward to see
thata < B+ n and, if ¢ tends to zero, the condition for agent 3 to accept every time
will always hold.

On the other hand, if the media is informed and the probglwlitintervention is
almost certain, agent 3 will not choose to accept, even wherisscorrupt. To see this,
takep and calculate the limit of this expression whigiends to one. Doing this
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m
limp=1+—. 2
¢|Lnop -l-a (6.20)

The limit of p when ¢ tends to one is a number bigger than one, which implies
that condition (6.17) will never hold and agent 3 will denoeamespite her type. In this
case, it is possible to see the importance of monitoring @geneven if honesty is not
highly rewarded (due to the condition an), the existence of an informed and free press
create an incentive to denounce, even if the agent is corrupt

Now, | will focus on the analysis of the second strategy peofiandidate for a
Bayesian Nash equilibrium. In this case, the equilibriuiat thwant to assess implies
that agent 1 makes the proposal, agent 2 accepts it and agecepts ifé3 = 1 and

denounce if83 = 0. The next proposition states the conditions for the Bayeblash
equilibrium.

Proposition 6.5. Consider gamé&» (N3). Then, in the Bayesian Nash equilibrium agent
1 will make a proposal, ager# will accept it and agen8 will also accept it if63 = 1
and will denounce iB; = 0 if and only if

m

T T ©21
m—(n+w)

p > A=) (B+m) and (6.22)

a > (1-¢)B—¢m+n. (6.23)

When monitoring agencies are included in an informatiomangtry setting, they
can have a determinant role in preventing corruption. Ifgrabability of intervention
is close to zero, then the situation is similar to the one irctvkhere are not any media.
On the other hand, lgg = m/[(1— ¢)B1 — ¢m+ m|. When the probability of media
intervention is close to one, then agent 1 will abstain of imgkhe proposal even if its
acceptation is guaranteed. To see this, note that

¢|;|Ln1p = oo, (6.24)

which implies that condition (6.21) will never hold.
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Something similar occurs with agent 2. To assess the intgits of condition
(6.22), let me first analyze what happens when the probalilét agents are facing an
informed media is very low. For this, note that wh@riends to zero, then the critical
value in (6.22) tends to

m—(n+wy)
B+m

This expression shows, once again, the importance ofuristits when the media
is not present, something | assess in previous sections.h®aother hand, when the
media is present and it is informed, the probability of psifiing corruption is very
high. As¢ gets closer to one, condition (6.22) becomes more resgickurthermore,
when¢ tends to one, the critical value in (6.22) tends to infinithiieh implies that the
previous proposition will never hold and agent 2 will not@gtagent 1's proposal.

Finally, note that the existence of monitoring agencie$ mvdke condition (6.23)
less restrictive. Also, note that if institutions are sgdne. the penalty is high and the
administrative costs of justice are low) and the press beinglved is almost certain
(i.,e. wheng tends to one), then the critical value farcan even be negative, which
implies that condition (6.23) will always hold.
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Concluding Remarks

In this research | wanted to analyze why corruption needgadimeation of networks.
Also, my purpose was to study the roles of institutions anditoing agencies in
preventing this king of behavior. Specifically, | address uestions: (i) why social
networks are important for corrupt behavior? and (ii) Hostitutions and monitoring
agencies can influence the decisions of the agents invaivearrupt activities.

The hypothesis for this study is that (i) if the social netkvdoes not exhibit any
gap, then the coordination among agents is more fluent aniddsier to achieve corrupt
objectives; and (ii) institutions can create incentivesreif the network is complete.
Furthermore, when monitoring agencies are included, mgartant for institutions and
monitoring agencies to complement each other to prevene rafbectively the act of
corruption.

To prove the hypothesis | combined social network theorh\game theory and
| present four scenarios. In the first group | work separatati two networks, one
complete and one incomplete. In this setting monitoringhages were not introduced.
In the second group, the same two networks are analyzedj lthisicase | considered
the existence of an exogenous monitoring agency reprekbytee media that works
inside a competitive market.

In the literature about corruption it is possible to find threlevant lines of re-
search. The first line treats corruption from an individsiadi point of view. According
to this research, corruption is basically a bargaining lenotxlosely related with a prob-
lem of private incentives.

The second line of research is based on the idea that thedtiand of corruption
lies on the characteristics of a given society. If a socialigris characterized by weak
institutions, flawed norms, culture and history, then cptian will emerge.
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The third line of research tries to combine the previous figdi In these studies,
the authors recognize that private interests among witlsdloeal environment can be
determinant factors in the appearance of corruption.

Inside the last body of theory, many authors have made soopogitions about
how social networks can influence unethical behavior. Adsesult in which almost
all the literature from sociology and business adminigirafind common ground is
that when networks exhibit structural holes, then corauptor unethical behavior) will
emerge more easily.

However, other authors, from a more economic point of viéatesthat, when the
social network is solid, it is easier to coordinate corrugtidvior due to the costs implied
in breaking the links among agents.

After analyzing the first scenario, the results give evigandavor of the economic
hypothesis. | find that the links in the network permits tHatgents have enough in-
formation on each other to know if they will cooperate or ndtwhe act of corruption.

However, not only the network structure is what mattershéfinstitutional frame-
work is weak (low penalties or high administrative costsusitice) and because of the
long term relationship implied by corruption (costs rethéth the breaking of the links
between agents), the opportunity costs of passing on aptgsraposal can be so high
that agents will prefer to pay a penalty in case of being aaptinstead of loosing the
relation with the rest of agents and incur in the costs of danimg. This implies that
to accept is a dominant strategy.

On the other hand, if institutions are strong (high pensléied low administrative
costs), there is a possibility that corrupt behavior cdhagtpear, but the high penalties
and the low costs from denouncing can act as incentives famtago denounce.

The second scenario gives evidence on the importance ofletergocial networks
for corrupt behavior. When the network exhibit gaps and the @f information among
agents is not guaranteed, the possibility for corruptiosuttceed is significantly lower.
Moreover, if the agent who makes the proposal have doubtwancbrrupt is one of
the agents, this can be enough reason for her to abstainoinakeng the proposal.

From the institutional point of view, a high penalty and loasts of justice are
still needed even if the corruption network exhibits gapgtirermore, honesty must be
highly rewarded to incentive agents to denounce corrupawieh
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From an economic side, the results shows once again the veagsagake cost-
benefit analysis before making their decisions.

The introduction of monitoring agencies shows the impartaof the complemen-
tarity of check and balances in a given society. In some caglesn the network is
complete and the belief that the media will know about cararpis imminent, agents
will abstain of making the corrupt proposal. However, thee cases in which the work
of the media must be complemented by strong institutionst i) even if the media
has the story and they are ready to publish it, low penalhd$#gh administrative costs
can be enough for corruption to appear.

These results, and in addition, the importance of the rewardonesty, gives the
same evidence when the network is incomplete. There exastssan which, even the
existence of an informed media cannot guarantee that davruwill not happen be-
cause of the weakness of institutions.

The findings in this study can be considered for policy desighe theoretical
evidence shows that it is important that justice apply highadties for corrupt behavior
and that the access to the judiciary is guaranteed for alleldycing the associated
administrative costs.

On the other hand, there has to be enough incentives for isterge of monitoring
agencies. The Government should guarantee press freedbthejustice should see
the media as an ally in the fight against corruption.

One strong assumption considered in this work is the inddgreee of the judicial
system. The agents inside a corrupt network knows abouhtbeisk and try to find
counterparts inside the judiciary. An endogenous judydsa topic for further research.

Another assumption that is worth considering in future Esids related with the
exogenous formation of the network. The links that each tagearch for is also an
endogenous decision and should be considered.
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Appendix
In this appendix | present the proofs for each one of the mibipos stated in the study.

A World without Monitoring Agencies

A Complete Information Setting

Proof for proposition 5.1.First consider the simultaneous game of the first perfect sub
game inl1(N1). Suppose that agent 3 decides to accept the proposal. fhen
—(n + y1+ ys) will always hold for agent 2 and to accept will be an optimahst
egy. Now, assume that agent 3 choose to denounce. Givemthay + yi, to accept
will also be an optimal strategy for agent 2. This impliest iaaccept is a dominant
strategy for agent 2. Due to the symmetry of the game, the $agieapplies to the
decision of agent 3, so to accept is a Nash Equilibrium.

Finally, note that if both agents choose to accept, by badkuvaduction agent 1
will have to decide if she propose the act (with a payofpbr not to propose it (with a
payoff of 0). Becaus@ > 0, then agent 1 will make the proposal. Therefore, to accept
if player 1 makes the proposal and playesiccepts is an optimal strategy for player
and to make the proposal if both agents atcept is the optimal strategy profile implied
by the definition of the subgame perfect Nash equilibriuna

Proof for proposition 5.2.The proof is straightforward using the concept of the sub-
game perfect Nash equilibrium in mixed strategies. Firsisater the perfect subgame
F/l(Nl). Following the previous concept, agemill assign a probability; to agentj
choosingacceptin this subgame. Then, according to the definition of a Nashillbg
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rium in mixed strategies, agenwill also accept if and only if

XjiB—(1=x)m==xj(n+y1+Vj) — (1-x))(N+ W)

Whit some simple algebraic manipulation it can be showntthiatexpression is equiv-
alent to condition (5.4). The fact that> n + y; guarantees that the right-hand-side of
(5.4) is not negative. For the result in the second incise®firevious proposition, note
that agent 1 will also assign probabilities to the actiokemaby agents ith. Following
once again the concept of the subgame perfect Nash equitibn mixed strategies and
with the proper algebra, agent 1 will make the proposal if amig if

¢B—(1-¢)m=>0,

which is equivalent to condition (5.5). The multiple egoiila arise from analyzing the
previous conditions when tha least as bigconstraint is not accomplished.m

The Effect of Information Asymmetries

Proof for proposition 5.3.To show that proposition 5.3 holds | have to prove that the
expected payoff o§3j is lower that the expected payoff of choosing any other |bssi
strategy. To do so, first note that the expected payo@dﬁ

E[N3|s§,-] = (1—p)B—pn.

On the other hand, the expected payoffs of choosing any ethreegy are:

E[n3|§7] = B7
E[M3ls3,] = (1-p)a—n, and
E[M3ls3,] = pB+(1-p)(a—n).

To begin, | start by comparing[Ms|s, ] with E[M3|sd,-]. Note thatE[M3|s, ] >
E[I‘I3|§3j, -]if p > 0, which implies, by the definition of a probability, thatshiill always
hold. Next, compar&|M3|s3, -] with E[M3|sd,-]. In this caseE[M3|s3,-] > E[M3|sd, ]
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will hold if and only if
a>p+n.

Finally, for E[M3|s5, -] > E[M3|s, -] it has to be truth that

1B+n-a

>
p_2B+n—%a

If a > B+ n, then the right-hand-side of the previous condition willrnegative and
p will always be bigger, since it is a probability. To compléke proof, note that
a > 3+ n is the most restrictive condition. m

Proof for proposition 5.4.Let me start the proof showing that the decision of players 1
and 2 does not depend on the condition stated on the previopsgition, so the only
necessary and sufficient condition for agent 1 to make thpgza and for agent 2 to
accept it every time is that agent 3 accepts the proposal tiemniner type.

For agent 1, given that player 2 accepts her proposal and ageh accept despite
her type, all that is needed is to apply the definition of thgedgan Nash equilibrium.
If player 1 choose to make the proposal, her expected paygff On the other hand,
if she refuse to make the proposal, her expected payoff igghghat both agents will
always accept. SincB > 0, to propose given that alle | will accept is the optimal
strategy for player 1.

For agent 2 the logic is similar. Given that agent 1 makes thpgsal and agent 3
accepts it independently from her type, the expected pdgotigent 2 from accepting
is B and her expected payoff from denouncing-i§] + y1). Sincef3 > 0, the first ex-
pected payoff will always exceed the expected payoff fromodecing. This condition
guarantees the optimality of the strategy.

For agent 3 to accept despite her type it has to be truth te@ahected payoff from
applying strategys] is higher to the expected payoff derived from any other fbssi
strategy for agent 3. Considering this, first take the exgubpayoff froms3 and compare
it to the expected payoff from applyir@ If

B+n

>1]1— .
pz1-"—, (6.25)
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then it is true thai£[M3|s3, -] > E[M3|s3,-]. Furthermore, ifo < B+ n this condition
will always hold. Next, compare the expected payoff freqwith the expected payoff
from 5. The fact that£[M3|s3, -] > E[M3]s;, -] implies that

B=pB+(1—-p)(a—n).
Solving the previous inequality fgr yields
p=>1,

which implies that agent 3 will always accept if she is certhat she is corruptg = 0),
i.e. thatp = 1. Now, comparé[M3|s], -] with E[M3|s, -]. The first expected payoff will
always be higher than the second one since

B>(1-p)B—pn

implies thatp > 0, which is always true because of the definition of a prolisbiFi-
nally, note thap > 1 is the most restrictive condition. m

Proof for proposition 5.5.Given thata > 3+ n andp = 0 holds, then agent 3 will

choose to denounce corruption whén= 1 and wherg; = 0. First, let me show that

if agent 3 choose to denounce despite her type, then for dgeniake the proposal
for player 2 to accept it cannot be a Bayesian Nash EquilibriSuppose that agent 1
making the proposal and agent 2 accepting it are part of tge€an Nash Equilibrium.

Then

(i) Foragent 1, the concept of the Bayesian Nash Equilibriinplies thatE[[M4|s; =
P,-] > E[MN1|s1 = NB ] holds. However, given that > 3+ n andp = 0, at least
agent 3 will choose to denounce and the condition will newdd (if at least one
player inl choose to denouncé&|M;|s; = P,-] = —mandE[M1|s; = NP-] =0,
which implies that abstaining from the making the proposa dominant strat-
egy). This is the first contradiction.

(i) Foragent2ithasto hold th&{l,|s; =A, ] > E[M2|s,=D,]. If m>n+w, then
this condition will never hold and | have arrived to the sateontradiction. To
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show this, note that given that agent 1 makes the proposadgewt 3 denounce
the act of corruption despite her type, the expected payafi faccepting for agent
2 is —mwhile her expected payoff from denouncing-i$n + y1). Applying the
definition of a Bayesian Nash Equilibrium, agent 2 will adcdye proposal if and
onlyifm<n+y.

Now, for agent 3 to denounce despite her type, all that is egéxito show thap =
0 anda > 3 + n are the strongest conditions that have to hold to guarahtgethe
expected payoff from applying (b) is higher than the expepiyoff from applying any
other strategy given the decisions made by other agent, Edrmparéi[l‘lg\ﬁ, -] with
E[M3]s5,-]. This means thatl — p)a —n > B. Solving this equation fop yields

B+n

<1l- .
p= a

If a < B+ n, the previous condition never holds, and agent 3 will prefer Now
compareE[M3|s3, -] with E[M3]s5,-]. According to the definition of the Bayesian Nash
Equilibrium, if § is preferred tcs§ given the other players decisions, it has to be true
that(1—p)a—n > pB+(1—p)(a—n). Solving this expression fqw | get

p <0,

which, by the definition of probability, only holds whem= 0. Finally, compare
E[M3|sy, -] with E[M3|sg, -]. Following the same arguments based on the Bayesian Nash
Equilibrium, if E[M3]s3,-] > E[M3|s3, ] then

a>B+n

has to hold. If this does not happen, then agent 3 will chotraaegysg. To complete
the proof, note that the second and the third conditionsrerentost restrictive. m

Proof for proposition 5.6.The proof of this proposition is straightforward. By propos
tion (5.5) I know thatm > n + 1 is sufficient to guarantee that agent 2 will denounce
if agent 3 denounce every time and agent 1 abstain hersetf finaking the proposal.
Moreover,a > 3+ n andp = 0 assures that agent 3 will choose to denounce despite
her type. Note that, because of the payoff structure, pitpng5.5) holds even when
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agent 2 choose to denounce and agent 1 abstains from makipgaposal. Finally, re-
member that given these conditions, to abstain from makiagtoposal is a dominant
strategy for player 1. This completes the proofm

Proof for proposition 5.7.This proof only requires the application of the BayesianiNas
Equilibrium. According to this concept, given the othery@es actions, agent 1 will
choose to make the proposal if and onlEif11|s; = P,-] > E[[1|s; = NP-|; that is, if
and only if

pPL—(1-p)m=>0.

Solving the previous equation fgr yields condition (5.10). For agent 2, given the
strategies of agents 1 and 3, she will accept agent 1's pab@nd only ifE[M,|s; =
A, -] > E[My|s; = D-|; that is, if and only if

pB—(1—p)m=>—(n+w).

Solving this equation fop yields the result. Finally, note thatmh < n + y4, then the
right-hand-side of condition (5.11) will be negative, ststbxpression always will be
true.

As for agent 3, the condition that > 3 + n guarantees that strategglis a dom-
inated strategy (recall proposition (5.3)), so | can rulé this option for the rest of
the proof. Now, note that if optios§ is an optimal strategy, it has to be true that
E[M3]s3,] > E[M3|s3:]. This happens if

p<1

which, by the definition of probability, always holds. In ts@me manner, for opticsj
to be part of agent 3's optimal strated{13|s3, -] > E[I‘I3|§-] has to hold. This is true
when

>
p_B+n

Finally, note that the last condition is the most restrietiVhis completes the proof. m
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Introducing Monitoring Agencies

The Full-linked Version

Proof for proposition 6.1.By the definition of the subgame perfect Nash equilibrium
and the concept of backward induction, agiewtll accept agent 1 proposal if and only
if the linear combination of her payoffs for accepting is eddt as high as the linear
combination of her payoffs for denouncing. Formally,

Xj[(1-¢)B—¢m —(1—x;)m> —Xj(n +y1+Vj) — (1=x))(n+ ).

Solving this equation fox; gives (6.5) and, due to the symmetry of the game, this
condition has to hold for all € I. Finally, m> n + y; is imposed to guarantee that the
critical value forx; is nonnegative.

For agent 1, note that given that> n + y;, by the definition of the subgame
perfect Nash equilibrium, she makes the proposal if and ibnly

e[(1—-9)Br—¢m —(1—-g)m=0.

Solving this inequality fo yields condition (6.4). =

An Incomplete Network

Proof for proposition 6.4.By the definition of the Bayesian Nash equilibrium, agent 1
will make the proposal if and only if her expected payoff ofrapit (given the strategies
of other agents) is at least as high as her expected payaffdtistaining. Formally,

(1—¢)B1—¢m=>0.

Solving this inequality fo yields condition (6.15).
Given the strategies of agents 1 and 3, according to the tiefirof the Bayesian
Nash equilibrium, agent 2 will accept agent 1's proposahd anly if

(1-9)B—¢m=—-(n+n).
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Simple algebraic manipulation shows that this expresssoequivalent to condition
(6.16).

For agent 3, let me start by assessing condition (6.17)owoig the definition of
a Bayesian Nash equilibrium, for accepting despite her tyixe an optimal strategy, it
has to be true th&[M3|s5,-] > E[M3|s3, -]. This implies that

(1-9¢)B—¢m>(1—p)a—n

has to hold. Solving this condition fgr yields condition (6.17). Following the same
conceptE[M3|s3, | > E[M3]s5, -] must also hold. This implies that

(1-¢)B—¢m=>p[(1-¢)B—¢m +(1—p)(a—n).

Algebraic manipulation shows that the result in this casesdwt depend on the value
of p. Due to this fact, the last expression can be solvedrf@and this ends as condition
(6.21). Finally, note that optiosg is a dominated strategy ks given the other players
strategies. To see this, simply note that for conditigiiz|s3, -] > IE[I‘I3|§;, -] to be true
is thatp > 0, which, by the definition of probability, always holds.m

Proof for proposition 6.5.Following the definition of the Bayesian Nash equilibrium,
given the rest of the agents strategies, agent 1 will chanseake the proposal if and
only if E[M1|s; = P,-] > E[lM1]|s1 = NP, -]. That s, if and only if

pl(1—-¢)Br—¢m —(1—p)m=0.

Solving this inequality fop yields condition (6.21).

Applying again the definition of the Bayesian Nash equilibrj agent 2 will accept
the proposal given that agent 1 makes it and agent 3 accep8s it 1 and denounces
if 63 =0 ifand only if

Pl(1—9)B—¢m —(1-p)m>—(n+Wn).

Some simple algebra shows that this condition is equivate(@.22).
For agent 3, all that is needed is to show that straggdyg preferred to any other
strategy. Take first strateg§. Fors; to be optimal E[M3]s;, -] > E[M3|s5, -] has to hold.
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That is
pl(1-¢)B—¢m+(1-p)(a—n)=>(1-¢)B—¢m

Some algebraic manipulation shows that the last expressiobe solved so it does not
depend orp. Solving this fora yields condition (6.23).

Next, note that foi£[M3|s5, -] > E[M3]|s5, ] to be true, the only condition needed is
thatp > 0 which, by the definition of probability, always holds. Higaby proposition
(6.2) and given condition (6.23), strate@can be ruled out because it is a dominated
strategy. =
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